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3.5.3 Further Work

Our next steps are to clean up and open source these systems, along with publishing our
initial survey of the speedrunning landscape with respect to AI. Beyond that, we believe
Celeste in PICO-8 represents a good domain for an AI competition. Designing the framework
and rules for this competition will also help us clarify what challenges are most interesting,
and begin to grow academic interest around this area.
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Strategy games present a unique challenge in artificial intelligence (AI) research. They can
broadly be classified into two types: turn-based and real-time strategy games. Both types
typically require the player or AI to manage multiple units or resources, often with incomplete
information about the opponent’s actions. The large branching factor and long game duration
make it difficult for AI to explore all possible strategies, which is further complicated by the
need to plan several moves ahead. The state-of-the-art methods in AI for strategy games
include search-based algorithms and reinforcement learning (RL), but these often rely on
human-defined strategies or subgoals, limiting their scalability and generalizability.

While the work on AlphaStar [2, 3] and OpenAI Five [5] have shown that it is possible
to train strong AI agents for complex games such as Starcraft 2 and Dota 2, both works
required massive amounts of compute resources until satisfying results have been achieved.
For the purpose of speeding up the learning process, the working group on skill discovery in
(strategy) games has been formed to evaluate the applicability of skill discovery methods
to this special domain. We particularly emphasize works on skill discovery as part of RL
algorithms. In this context, skill discovery refers to identifying and learning sub-policies or
strategies that can be applied to achieve or identify specific subgoals within a game, thereby
enabling more efficient and scalable AI systems.

3.6.1 Preliminaries of Skill Discovery

Skill discovery in AI remains an open problem, particularly when it comes to discovering
skills without human intervention. The interpretation of what constitutes a “skill” in a given
context is still unclear, making it challenging to develop a unified approach to skill discovery.
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Particularly within the RL framework, a skill is typically defined as a policy aimed
at achieving a specific subtask or goal. The options framework [7, 6] formalizes this by
learning policies for subtasks, identifying the start and end points of these tasks, and using
these learned skills to simplify the overall decision-making process. However, the distinction
between a skill and a task is not always clear, especially when a subgoal can only be reached
through a single deterministic policy.

3.6.2 Proposed Approaches and Ideas

Current research explores various methods for skill discovery, including hierarchical ap-
proaches, bottom-up skill learning, and the application of relational representations of game
elements. Given an initial literature review, our working group has identified the following
promising approaches for skill discovery in strategy games:

Text-based Task Decomposition: Strategy games often have a simple goal, e.g.
defeating the opponent’s units or destroying its base. However, doing so involves plenty
of subtasks. Those can be defined on varying ranges of granularity. Given the increasing
capabilities of large language models, task descriptions such as “defend the base” could be
decomposed into “train at least 3 units” and “patrol the surroundings of your base”. Such
enriched descriptions may directly represent sub-goals and allow for a more interpretable
and scalable approach to skill discovery. Further, it allows to define more fine-grained
reward functions given the descriptions [12].
Relational Representations: Game state representations in strategy games can become
quite complex. Units, abilities, weapons, buildings, and resources are just a few of the
typical systems included in strategy games. Attempts to create general vectorized
state representations have recently been studied [11], however, those create a unique
representation for every game mapping all of its subsystems. While they allow the
definition of state-space abstractions, transferring results from one game to the other is
hindered by the granularity of this state representation. Similarly, matrix-based or image-
based representations as used in AlphaStar [2] enabled the training through large-scale
reinforcement learning but due to the complexity of the input at the cost of enormous
computational resources.
One possibility to overcome this problem is the use of a relational representation of game
elements, such as “workers – mine – resources.” Defining low-level systems for the execution
of such relations allows to focus the agent’s training on high-level strategic decision-making.
At the same time, the high-level relation allows the transfer of knowledge in between
games with different low-level controls. Using such a representation in combination with
relational reinforcement learning [10, 9, 8] may therefore improve the efficiency of training
agents in complex strategy games.
Pattern Mining and Clustering: Given a data set of successful and unsuccessful
play traces, pattern mining and clustering algorithms may be used to cluster them into
groups of similar elements and extract abstract prototypes. Techniques like the KRIMP
algorithm[1] or Skid Raw [19], which extract patterns from previous action sequences,
could be applied to discover meaningful skills. Similarly, time sub-series mining [4], used
to measure the distance between interaction sequences, may reveal underlying patterns
that represent skills.
Bottom-Up Skill Discovery: While most existing methods rely on top-down ap-
proaches, our group was exploring approaches for reversing this process by discovering
skills from the ground up. Current methods are able to learn skills in the latent space
of neural networks from collected demonstrations [21, 22, 23, 24]. However, these skills
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are not interpretable, and only after their execution can one infer what the learned skills
represent. Another disadvantage of these methods is that they are only suitable for small
environments and toy tasks, where the agent needs to navigate to multiple goals. To
overcome the limitations of simple tasks and apply these methods to more complicated
domains, we propose to learn skills from sequences of actions and iteratively refine these
skills to handle the large search spaces inherent in strategy games. [18].
Skill Discrimination: Effective skill discovery requires a discriminator to identify
whether a discovered policy qualifies as a skill and if it is any different than already
known skills [13]. Quality Diversity Optimization as in the Diversity Policy Gradient
algorithm [20] introduces a method for discovering a diverse set of skills by balancing
the exploration of different strategies with maintaining high-quality solutions. Recently,
Wang et al. [25] proposed to incorporate a regularization term into the RL objective that
maximizes the negative correlation to increase the diversity of RL policies via assembling
multiple sub-policies. Notably, this diversity pertains to the behavior of the derived
policy rather than the parameter space, as minor variations in parameters could lead
to significant differences in behavior. Although this algorithm was initially verified in
the context of game content generation, it could be adapted for skill discrimination to
maximize the diversity of discovered skills.

3.6.3 Conclusion

Skill discovery in strategy games is a critical area of research that has the potential to
significantly enhance the capabilities of AI systems and speed up their training. By exploring
new methods for discovering and learning skills, our working group reviewed recent works
on skill discovery in other domains than game-playing and identified interesting areas for
further research. From here on, we outline several future actions to advance skill discovery
in strategy games:

We plan to investigate hybrid/iterative approaches that combine a bottom-up and top-
down search for skills. Such hybrid approaches may offer a more robust solution to the
challenges of skill discovery in large and complex game environments.
Leveraging existing game platforms, such as GVGAI [17], Stratega [14, 15], and
Griddly [16], could facilitate the testing and validation of new skill discovery methods.
These platforms provide standardized environments for benchmarking AI performance,
which is crucial for comparing the effectiveness of different approaches.
Given the limitations of current methods, particularly in terms of scalability, we propose
to produce a comprehensive survey paper.
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3.7.1 Introduction

The work group considered the evolving role of User Experience (UX) research in the context
of digital games as they transition towards using generative AI. Traditionally, game design
has been a manual process where designers meticulously craft environments, narratives,
and interactions to shape a predictable and controllable user experience. However, with
the integration of procedural content generation and generative AI models, such as Large
Language Models (LLMs), the landscape of game development is potentially shifting towards
an era where games can be dynamically created and adapted, not just during production but
also in real-time as players engage with them.

This shift presents new challenges and opportunities for UX research. The essay outlines
how existing UX research methods, which rely on controlled testing environments and
predictable user interactions, are increasingly inadequate for understanding and evaluating
experiences in games that are generated on-the-fly by AI. Traditional UX frameworks are
built on the premise that game environments and player interactions can be pre-defined
and tested empirically. However, in a generative game context, where AI can autonomously
create complex, responsive environments and narratives tailored to individual players, the
very foundations of UX research are called into question.

3.7.2 How Generative Games Impact UX Research

Several key dimensions of generative games that impact UX research: conversion, complexity,
timing, staticness, social complexity, and personalization. These dimensions describe the
extent to which game elements are generated, their complexity, when generation occurs
(pre-production, at game start, or in real-time), how static or dynamic the generated content
is, the number of players involved, and the level of personalization to individual players. Each
of these factors adds layers of variability that challenge traditional UX evaluation methods,
making it harder to predict and measure user experience outcomes.

If we consider a future where AI could create entire gaming experiences from scratch,
adapting continuously to user behavior and preferences, what role is left for human designers?
In such a scenario, the role of human designers and traditional UX researchers could diminish,
replaced by AI systems that not only generate games but also simulate user responses to test
and refine these experiences. This raises profound questions about the future of UX research.
Will traditional concepts like sample sizes and controlled environments become obsolete?
Will UX researchers need to transform into AI Experience (AIX) engineers who design the
parameters and constraints that guide AI-generated experiences?
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